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We propose a stacking‐based ensemble detector for STT-MRAM that combines deep neural networks (base learners) with a meta‐

model to fuse their outputs. Simulation results demonstrate that, even without error-correction coding, the ensemble detector achieves 

up to two orders of magnitude lower bit error rate (BER) compared to a conventional threshold detector and maintains graceful 

degradation as noise and offset severity increase. When combined with an error-correcting modulation code, the proposed approach 

further reduces BER under the severe effects of unknown offsets. These findings highlight the potential of stacking‐based ensemble 

learning to enhance the reliability of next-generation nonvolatile memories substantially. 

 
Index Terms—Nonvolatile RAM, ensemble learning, spin-torque transfer magnetic random access memory (STT-MRAM), neural 

network, asymmetric write error rate. 

 

I. INTRODUCTION 

PIN-TRANSFER torque magnetic random-access memory 

(STT-MRAM), which utilizes spin-polarized currents to 

manipulate the magnetization states of magnetic tunnel 

junctions (MTJs), is widely regarded as a leading candidate for 

next-generation nonvolatile memory (NVM) technologies [1]. 

Despite its significant advantages, the path toward widespread 

adoption of STT-MRAM is accompanied by several technical 

challenges. Notably, STT-MRAM is subject to two critical 

technical challenges: asymmetric write error (AWE) and 

unknown offsets [1, 2]. To mitigate the impact of such offsets, 

conventional approaches include the design of offset-

cancellation sensing circuits that autonomously compensate for 

systematic deviations during readout [3]. In addition, advanced 

modulation codes and channel detection techniques have been 

explored to suppress offset-induced errors and overcome AWE 

[4 – 7]. More recently, neural network-based models have been 

proposed to estimate and correct readout offsets dynamically, 

demonstrating improvements in both the accuracy and 

robustness of STT-MRAM systems [5].  

II. STT-MRAM CASCADED CHANNEL MODEL 

An STT-MRAM cell comprises two fundamental 

components: a magnetic tunnel junction (MTJ) and an nMOS 

transistor. The MTJ is composed of a reference layer, a free 

layer, and an ultrathin tunneling oxide barrier. The bit is 

encoded by the magnetization direction of the free layer; that is, 

if the free layer is parallel to the reference layer, the MTJ is in 

a low resistance state (representing bit ‘0’), and conversely 

(representing bit ‘1’).  

In this study, we adopt the STT-RAM cascaded channel 

model proposed by Cai and Immink [2] to simulate the error 

behavior of the STT-MRAM channel. Let 𝑃1, 𝑃0, and 𝑃𝑟  denote 

the write error rate for 0 → 1 switching, the write error rate for 

1 → 0 switching, and the read disturb error rate, respectively. 

The writing process is modeled as a binary asymmetric channel 

(BAC). The read disturb phenomenon is modeled as a Z-

channel, while the read decision errors are modeled using a 

Gaussian Mixture Channel (GMC). In this model, the low 

resistance state 𝑅0  is represented by a Gaussian distribution 

with its mean and standard derivation of 𝜇0 and 𝜎0, while the 

high resistance state 𝑅1  follows a Gaussian distribution 

characterized by 𝜇1 and 𝜎1. For the effect of system offsets, we 

assume a resistance offset arising due to elevated operating 

temperatures. The offset, which only occurs with the high 

resistance state 𝑅1, is regarded as a Gaussian distribution with 

𝒩(𝜇𝑜𝑓𝑠 , 𝜎𝑜𝑓𝑠
2 ).  

III. PROPOSED STACKING-BASED ENSEMBLE LEARNING 

Ensemble learning [6] is a machine learning paradigm in 

which multiple base models are trained, and their predictions 

are aggregated to enhance generalization and robustness 

compared to any individual model. In this study, we propose a 

stacking ensemble framework with three distinct base learners; 

Multi-Layer Perceptron (MLP), Convolutional Neural Network 

(CNN), and Long Short-Term Memory (LSTM). MLP learns 

complex nonlinear mappings from noisy voltage samples to bit 

probabilities; CNN (with Conv1D) captures localized spatial 

error patterns; and LSTM models temporal dependencies in 

readout sequences to detect time-dependent faults. The stacking 

procedure in this study is structured as follows.  

The MLP, CNN, and LSTM models are independently 

trained on raw input sequences derived from the STT-MRAM 

channel. The outputs (predicted probabilities) from all three 

base models are concatenated to form a combined feature vector. 

The meta-model is then trained using the stacked predictions 

from the base models as input, learning to combine them to 

yield the final decision on each bit. Fig. 1 illustrates the 

proposed model for STT-MRAM channel. Accordingly, the 

stacking ensemble learning model can be represented as follows. 

Each base model receives the input as a vector 𝒓 ∈ ℝ𝒏 (where 

n is the bit sequence length) and outputs a prediction �̂�𝑚 ∈ ℝ𝒏 

where 𝑚 ∈ {𝑀𝐿𝑃, 𝐶𝑁𝑁, 𝐿𝑆𝑇𝑀}. Predictions from base models 

can be represented as follows,  

�̂�𝑀𝐿𝑃 =  𝑓𝑀𝐿𝑃(𝒓, 𝜃𝑀𝐿𝑃) 

�̂�𝐶𝑁𝑁 =  𝑓𝐶𝑁𝑁(𝒓, 𝜃𝐶𝑁𝑁) 

�̂�𝐿𝑆𝑇𝑀 =  𝑓𝐿𝑆𝑇𝑀(𝒙, 𝜃𝐿𝑆𝑇𝑀) 

where 𝑓𝑀𝐿𝑃 , 𝑓𝐶𝑁𝑁 , and 𝑓𝐿𝑆𝑇𝑀  are functions learned from the 

training process of MLP, CNN, and LSTM models; 𝜃𝑀𝐿𝑃,  𝜃𝐶𝑁𝑁, 

S 



𝜃𝐿𝑆𝑇𝑀  are the corresponding parameters of each model. The 

predictions from the base models are concatenated to form a 

new (combined) feature vector 𝒛 =  [�̂�𝑀𝐿𝑃;  �̂�𝐶𝑁𝑁;  �̂�𝐿𝑆𝑇𝑀]𝑇 ∈

ℝ𝟑𝒏 . The vector 𝒛  contains aggregated information from the 

predictions of the MLP, CNN, and LSTM. The meta model is a 

neural network that receives 𝒛  as input and learns how to 

combine the predictions from the base models to produce the 

final prediction. The meta model can be expressed by, 

�̂� =  𝑓𝑚𝑒𝑡𝑎 ([

𝑓𝑀𝐿𝑃(𝒓, 𝜃𝑀𝐿𝑃)

𝑓𝐶𝑁𝑁(𝒓, 𝜃𝐶𝑁𝑁)

𝑓𝐿𝑆𝑇𝑀(𝒙, 𝜃𝐿𝑆𝑇𝑀)
] , 𝜃𝑚𝑒𝑡𝑎)              (1) 

where 𝑓𝑚𝑒𝑡𝑎 is function learned from the training process, and 

𝜃𝑚𝑒𝑡𝑎 is the corresponding parameters of the meta model. 

IV. SIMULATION RESULTS AND DISCUSSION 

The experimental parameters utilized in this study for 

simulating the STT-MRAM cell are adopted from [2]. 

Specifically, the mean resistance values of the two states are set 

as 𝜇0 = 1 𝑘Ω and 𝜇1 = 2 𝑘Ω, respectively. The severity of read 

decision errors can be systematically controlled by adjusting the 

ratio 𝜎0 𝜇0⁄  (hence 𝜎1 𝜇1⁄ ). For write errors, we assume a fixed 

write error probability of 𝑃1 = 2 × 10−4 . To model offset 

effects, a Gaussian distribution with 𝜇𝑜𝑓𝑠 = −0.2 𝑘Ω and 

𝜎𝑜𝑓𝑠 𝜇1⁄ = 7% is setup for the simulation. 

We first evaluate the performance of the proposed model on 

the raw data without coding. In Fig. 2a, it can be easily observed 

that the ensemble learning (EL) detector already achieves a 

BER on the order of 10−4 , whereas the threshold detector is 

near 10−2, a two-order-of-magnitude improvement, at the read 

errors 𝜎0 𝜇0⁄ = 3%. This demonstrates that the EL detector not 

only reduces baseline error but also degrades much more 

gracefully as the read-decision errors raise.  

In addition, we validated the proposed detection scheme 

under a scenario where the user signal is encoded using an error 

correction modulation code designed with a minimum 

Hamming distance (𝑑𝑚𝑖𝑛)  of 3, enabling single-bit error 

correction. The 4/9-rate code used in this study is constructed 

following the theoretical framework outlined in [7], where the 

selected codewords satisfy the 𝑑𝑚𝑖𝑛 = 3. As illustrated in Fig. 

2b, the inclusion of this code notably enhances system 

performance, especially under high-offset and noisy conditions, 

further reinforcing the effectiveness of the proposed stacking-

based ensemble detection scheme. Both curves in Fig. 2b show 

significantly improved BER compared to Fig. 2a. At 𝜎0 𝜇0⁄ =

8%, the EL detector achieves a BER of roughly 10−5 versus 

3 × 10−5 for the MLP detector. As the level of the read errors 

increases to 14%, both schemes converge toward BER of 10−3, 

but the EL detector maintains a consistent gap of approximately 

2 × 10−4  in absolute BER. As a result, when combined with 

ECC, the EL detector further enhances decoding performance 

over an MLP-only approach, yielding lower BER across the 

entire noise range. 

V. CONCLUSION  

We have shown that a stacking ensemble of MLP, CNN, and 

LSTM base learners, guided by a meta‐model, can effectively 

mitigate both write‐asymmetry and unknown offset challenges 

in STT-MRAM. The proposed detector outperforms single‐

model and threshold-based approaches by up to two orders of 

magnitude in uncoded BER and demonstrates superior 

robustness under high noise and offset conditions. Integration 

with a lightweight error-correcting modulation code further 

enhances performance, achieving consistently low BER values 

around 10−5 at 8% read error levels. 
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Fig. 1. Proposed model. 

 

 

Fig. 2. BER performance for the proposed model. 

 


